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Attention Module

Figure 8.3: The fusion process: The input image is passed through the attention module to
create an attention map. This attention map is fused into the input image.
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from the

DEPARTMENT HEAD
Greetings to our colleagues and alumni! As this document 
demonstrates, the Bradley Department of Electrical and Computer En-
gineering of Virginia Tech is conducting research in a growing variety 
of fields. 

In the past two years, we have recruited 13 new faculty members 
in the areas of power systems, power electronics, operating systems, 
secure hardware/software systems, neuromorphic computing, wire-
less networks, remote sensing, and wide bandgap devices. Our faculty 
now stands at 81 tenured/tenure-track members, 38 research faculty, 
and 12 instructors/professors of practice/collegiate faculty. 

We are currently conducting searches in machine perception for 
autonomy, machine learning, power engineering, image processing, 
secure systems, the Honors College, and two MEng. degree program 
directorships. The search ads can be found on the department website 
ece.vt.edu. 

With more than 550 graduate students and 1,400 undergrads 
studying in the fields mentioned above and others such as computer 
vision, fiber-based sensing, cybersecurity, space science and engineer-
ing, nanophotonics, and computational biology, we have an extensive 
research portfolio that now realizes about $50 million annually. I can’t 
realistically describe in this one document all of our research efforts. 
However, the following pages provide some highlights of the work 
that led to 58 Ph.D.s awarded in 2018. 

Please take a close look at the contents of this report, and if you 
have any questions about our research activities or want to get in-
volved with the department, don’t hesitate to contact me or another 
member of our faculty.

Luke Lester
Department Head
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research distinctions
IEEE Fellows

Dushan Boroyevich (2006)
For advancement of control, 
modeling, and design of switching 
power converters.

Charles W. Bostian (1992)
For contributions to and leader-
ship in the understanding 
of satellite path radio wave 
propagation.

Gary S. Brown (1986)
For contributions to the un-
derstanding and application of 
electromagnetic scattering from 
rough surfaces.

R. Michael Buehrer (2017)
For contributions to wideband 
signal processing in communica-
tions and geolocation.

David A. de Wolf (1988)
For contributions to wave prop-
agation theory in random media 
and to the numerical simulation 
of wave and particle beams by 
phase-space methods.

Dong S. Ha (2008)
For leadership in VLSI design 
and testing.

Y. Thomas Hou (2014)
For contributions to modeling 
and optimization of wireless 
networks.

Michael S. Hsiao (2013)
For contributions to automatic 
test pattern generation of inte-
grated circuits.

Jih-Sheng (Jason) Lai (2007)
For contributions to high perfor-
mance high power inverters. 

Fred C. Lee (1990)
For contributions to high-fre-
quency quasi-resonant and 
multiresonant converters and for 
the development of a program of 
engineering education in power 
electronics.

Luke Lester (2013)
For contributions to quantum 
dot lasers.

Guo-Quan (G.Q.) Lu (2018)
For development of materials and 
packaging technologies for power 
electronics modules.

Theresa Mayer (2017)
For contributions to nanomat- 
erials integration and directed 
assembly.

Lamine Mili (2016)
For contributions to robust state 
estimation for power systems.

Khai Ngo (2014)
For contributions to unified syn-
thesis and modeling of switched 
mode converters.

Marius K. Orlowski (1997)
For contributions to modeling of 
MOSFET devices and technology.

Jung-Min (Jerry) Park (2017)
For contributions to dynamic 
spectrum sharing, cognitive radio 
networks, and security issues.

Arun G. Phadke (1980)
For contributions to the appli-
cation of digital computers to 
power systems.

T.-C. Poon (2016)
For contributions to optical 
image processing and digital 
holography.

Saifur Rahman (1998)
For contributions to electric pow-
er engineering education.

Sanjay Raman (2013)
For leadership in adaptive 
microwave and millimeter-wave 
integrated circuits.

Krishnan Ramu (2001)
For contributions to the de-
velopment of AC and switched 
reluctance motor drives.

Jeffrey H. Reed (2004)
For contributions to software 
defined radio.

Sedki M. Riad (1992)
For contributions to time-domain 
measurements through physical 
modeling of sampling devices.

Timothy D. Sands (2010)
For contributions to metal/semi-
conductor interfaces and hetero-
geneous integration.

Warren L. Stutzman (1989)
For contributions to wave propa-
gation through the natural envi-
ronment and antenna synthesis.

William H. Tranter (1985)
For contributions in communi-
cations and signal processing 
research, and for leadership in 
engineering education.

Yue (Joseph) Wang (2016)
For contributions to genomic 
signal analytics and image-based 
tissue characterization.

Amir I. Zaghloul (1992)
For contributions to the appli-
cation of phased array antennas 
to communications satellite 
systems.

Other Fellows

National Academy of Inventors
Timothy D. Sands (2012)

American Institute for Medical 
and Biological Engineering Fellow
Yue (Joseph) Wang (2004)

Institute of Physics
Richard O. Claus (2001)
Ting-Chung (T.-C.) Poon (2014)

Optical Society of America
Ting-Chung (T.-C.) Poon (1998)

SPIE
Richard O. Claus (1992)
Luke Lester (2013)
Ting-Chung Poon (1999)
Anbo Wang (2010)

Materials Research Society
Timothy D. Sands (2009)

Applied Computational Electro-
magnetics Society Fellow
Amir I. Zaghloul

————————————————————————————————————

Presidential Early Career 
Award for Scientists and 
Engineers (PECASE)

Tom Martin (2006)
Sanjay Raman (2000)

————————————————————————————————————

National Academy of 
Inventors

Timothy D. Sands (2012)
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National Academy 
of Engineering

Dushan Boroyevich (2014)
For advancements in control, modeling, 
and design of electronic power 
conversion for electric energy and 
transportation.

Fred C. Lee (2011)
For contributions to high-frequency 
power conversion and systems integra-
tion technologies, education, industry 
alliances, and technology transfer.

Arun G. Phadke (1993)
For contributions to the field of digital 
control, protection, and monitoring of 
power electrical systems.

————————————————————————————————————

NSF CAREER Awards

Masoud Agah (2008)
Paul K. Ampadu (2010)
Joseph B. Baker (2012)
Y. Thomas Hou (2004)
Michael S. Hsiao (2001)
Mark T. Jones (1997)
Vassilis Kekatos (2018)
Luke Lester (1995)
Qiang Li (2017)
G.Q. Lu (1995)
Allen B. MacKenzie (2005)
Tom Martin (2005)
Leyla Nazhandali (2008)
Jung-Min (Jerry) Park (2008)
Sanjay Raman (1999)
Walid Saad (2013)
Patrick Schaumont (2007)
Daniel J. Stilwell (2003)
Yong Xu (2007)
Yaling Yang (2011)
Yang (Cindy) Yi (2018)
Guoqiang Yu (2018)

top cited papers 
by ECE faculty
2009-2018* 

Modeling and analysis of K-tier downlink 
heterogeneous cellular networks
1184 citations | HS Dhillon, RK Ganti, F Baccelli, JG Andrews, 2012

Spectrum sensing for cognitive radio
788 citations | S Haykin, DJ Thomson, JH Reed, 2009

Coalitional game theory for communication networks
777 citations | W Saad, Z Han, M Debbah, A Hjorungnes, T Basar, 2009

Game theory in wireless and communication networks: theory, models, 
and applications
752 citations | Z Han, D Niyato, W Saad, T Basar, A Hjørungnes, 2011

Heterogeneous cellular networks: From theory to practice
738 citations | Amitabha Ghosh, JG Andrews, N Mangalvedhe, R Ratasuk, 
B Mondal, M Cudak, E Visotsky, TA Thomas, Ping Xia, Han Shin Jo, Har-
preet S Dhillon, Thomas D Novlan, 2012

Synchronized phasor measurement applications in power systems
733 citations | J De La Ree, V Centeno, JS Thorp, AG Phadke, 2010

Multi-agent systems in a distributed smart grid: Design  
and implementation
728 citations | M Pipattanasomporn, H Feroze, S Rahman, 2009

Role of kinetic factors in chemical vapor deposition synthesis 
of uniform large area graphene using copper catalyst
677 citations | S Bhaviripudi, X Jia, MS Dresselhaus, J Kong, 2010

Synthesis of few-layer hexagonal boron nitride thin film by chemical 
vapor deposition
658 citations | Yumeng Shi, Christoph Hamsen, Xiaoting Jia, Ki Kang 
Kim, Alfonso Reina, Mario Hofmann, Allen Long Hsu, Kai Zhang, Henan 
Li, Zhen-Yu Juang, Mildred S Dresselhaus, Lain-Jong Li, Jing Kong, 2010

Synthesis of monolayer hexagonal boron nitride on Cu foil using 
chemical vapor deposition
648 citations | Ki Kang Kim, Allen Hsu, Xiaoting Jia, Soo Min Kim, 
Yumeng Shi, Mario Hofmann, Daniel Nezich, Joaquin F Rodriguez-Nieva, 
Mildred Dresselhaus, Tomas Palacios, Jing Kong, 2011

*As of 10/1/2018
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Electric power grid design is on the cusp 
of radical transformation, largely precip-
itated by renewable and distributed ener-

gy sources as well as the information age. As 
the power grid faces increasing automation, 
big data, new measurement techniques, and 
other complicating elements, there is a need 
for a new vision of the future power grid.

Already a national and international 
leader in power grid research and education, 
the field of power systems at Virginia Tech is 
positioning itself to continue the tradition of 

global leadership. In January, Chen-Ching Liu, 
the American Electric Power Professor, joined 
the department as the director of the Power 
and Energy Center (PEC). With his fellow re-
searchers, Liu has been leading to strengthen 
industry collaborations and cross-disciplinary 
partnerships to support the new vision.

“The Power and Energy Center has cre-
ated a vision for the future power grid, or as 
we call it, the cyber-grid,” said Liu.

The vision of cyber-grid is supported by 
four main components: measurement, power 
electronics, cybersecurity, and decentralization. 

Measurements
Thanks to decades of power systems innova-
tion, led by ECE Professors Arun Phadke and 
the late James Thorp, “measurement is one of 
Virginia Tech’s traditional strengths,” said Liu. 

Among Phadke and Thorp’s many con-
tributions to the electric power field, phasor 
measurement units (PMUs) have been recog-
nized by electric utility industries around the 
world as the modern measurement system 
capable of providing data and information for 
advanced control, monitoring, and protection 
of power grids.

In addition to PMUs and other instru-
mentation deployed on the transmission grid, 
millions of smart meters have been installed 
at residential, commercial, and industrial loca-
tions in the distribution system. 

“That’s potentially a lot of data to deal 
with,” said Liu, “and we will need to create a 
new set of analytical tools to extract informa-
tion from the big data.”

—Chen-Ching Liu

Powerhouse past

We have a vision that is 

grounded in the needs 

of both the power grid 

of today and the power 

grid of the future.

“

” Chen-Ching Liu, the American Electric 
Power Professor, is the director of ECE’s 
Power and Energy Center. 
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Power electronics
The future power grid is power electronics 
and power systems. At Virginia Tech, Liu’s 
Power and Energy Center and the Center 
for Power Electronics Systems (CPES)—two 
world-renowned research centers in their 
respective fields—are only separated by two 
floors.

“This makes for a uniquely well-suited 
collaboration with a strong team that is un-
matched by any university in the U.S.,” said Liu. 

Cybersecurity
Everything is computerized now, including 
the power grid. “The instrumentation, con-
trols, and monitoring equipment—they’re all 
computers, and they’re all connected,” said 
Liu. But this widely expanded connectivity 
also makes the power grid vulnerable to cyber 
intrusions. 

Consequently, power grids should be 
treated as an integrated cyberphysical system 
and secured on both the cyber and physical 
fronts. This necessitates interdisciplinary 
innovation.

Decentralization 
In the past, utility companies built, owned, 
operated, and maintained the grid, catering to 
“captive” customers. 

But with an increase in renewable en-
ergy sources and electric vehicles, the mono-
lithic grids have splintered into decentral-
ized units, which are controlled by different 
groups and individuals. In this new paradigm, 
efficient grid operations are contingent upon 
collaborative decisions. 

“This is a new challenge because we are 
used to doing things centrally,” says Liu. “Now 
we have to develop control and operation 
planning methods to handle the new reality.”

The testbed 
Liu’s group is building a testbed that inte-
grates measurement, power electronics, cy-
bersecurity, and decentralization along with 
their enabling technologies. 

“It’s going to look like the control cen-
ter facility for the new power system envi-
ronment that we have not seen before,” said 
Liu. “The data and software will allow us to 
analyze how control methods will work within 

each micro power grid. Each of the compo-
nents will have to work independently but 
also collaboratively with each other.” As we 
figure out better control resources and strat-
egies for them, we will be developing their 
capabilities to work with each other and bring 
the entire system together,” explained Liu.

“These four components together repre-
sent cyber-grid challenges with enough work 
to keep all of us busy for many years,” said Liu.

Attracting industry partners
One of Liu’s main priorities is to develop rela-
tionships with industry partners and building 
teams to respond quickly to government calls 
for proposal. 

“It takes time to build a relationship 
based on mutual trust and shared interests, 
but we’re starting to see some success,” said Liu. 

In Liu’s experience, the excitement that 
draws partners from different sectors of the 
industry are the same seeds that attract stu-
dents to the program and propel faculty 
members to keep researching and innovating: 
The Power and Energy Center is committed 
to solving real-life problems and making a  
real-world impact.

“We have a vision that is grounded in the 
needs of both the power grid of today and the 
power grid of the future,” said Liu.

Powerhouse future
Graduate student Ruoxi Zhu navigates the 
Power and Energy Center testbed, which will 
integrate measurement, power electronics, 
cybersecurity, and decentralization for power 
grids of the future. 
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From left to right: Archanaa S. Krishnan (Ph.D. student), Daniel Dinv 
(postdoctoral student), and Patrick Schaumont demonstrate the secure 
intermittent computing protocol, which models how security protocols 
can be adapted to the minuscule and intermittent power regime of 
energy harvesters. 

6 2018
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When the energy harvesters have a lit-
tle extra energy at the end of a long car ride 
or a sunny day, that energy is funneled into 
the prep work of coupon generation, which 
speeds up online encryption and computation 
as new data comes in. 

Energy-harvesting technologies
But, in order to do this efficiently, Schaumont 
and his team need to know how much energy is 
stored in an energy harvester at any given time. 

Ha is studying the hardware side of this 
problem. He is constructing a prototype to 
quantify the performance of cryptographic 
algorithms on energy harvesters, and the toll 
they would take on accumulated power. 

“By providing Schaumont’s team with 
information on the level of energy we cur-
rently store, they can find ways to reduce la-
tency and increase the data rate,” said Ha.

In order to boost an energy harvester’s 
efficiency, Ha and his team are seeking to re-
duce power dissipation of energy harvesting 
circuits, while extracting maximum power 
from transducers such as solar panels. They 
are also working on harvesting energy from 
multiple sources including solar, vibration, 
and thermal. 

Verification and software synthesis 
The researchers are also developing tech-
niques to automate software code generation, 
verify the accuracy of these energy-aware 
cryptographic computations, and demon-
strate that they’re just as secure as the original 
cryptographic design. 

Schaumont, Ha, and their teams are well 
on their way to establishing the cryptographic 
protocol and developing the energy-harvester 
prototype. 

Dong Ha is constructing a prototype energy- 
harvester to quantify the performance of 
cryptographic algorithms and the toll they 
would take on accumulated power.

Consumers demand new smart gadgets, 
and they’re getting them. Recent es-
timates report that by 2020, up to 50 

billion devices will be connected to the in-
ternet—that’s 6.6 devices for every person on 
Earth. Anticipating this explosion of connect-
ed devices, researchers are considering the 
energy price of our smarter world.  

What if smaller devices could be pow-
ered by renewable energy? A solar cell, or a 
battery that runs on vibrations or heat? We 
would never have to charge our batteries 
again. Researchers and industry experts are 
increasingly looking to these instruments, 
called energy harvesters, to help shoulder the 
mounting demand for power.

But today’s small-scale energy harvesters 
don’t provide enough power to run complex 
cryptographic operations in real time. An en-
ergy harvester first has to accumulate enough 
energy to initiate the protocol, which hinders 
response times. 

In short, sustainably powered miniature 
computers are either insecure or too slow to 
be useful.

“Neither of these is acceptable,” says Pat-
rick Schaumont, who, along with fellow ECE 
professor Dong Ha, received a $849,992 Na-
tional Science Foundation grant to maintain 
information security in the energy-starved 
operating environment of embedded con-
nected devices. 

Cryptographic engineering  
We are inundated with information from our 
devices; they update the amount in our bank 
accounts, monitor our heart rates, and ping us 
about appointments and anniversaries. And 
when it comes to our gadgets, especially the 
ones we strap around our wrists or slip into our 
pockets, we almost unfailingly believe them.  

To protect the average consumer—and 
their unshakeable trust in personal devic-
es—tightened security protocols need to be 
introduced at the manufacturing level, said 
Schaumont. He is focusing particularly on the 
next generation of connected devices that can 
be powered by energy harvesters. 

Collecting renewable energy means deal-
ing with an inconsistent or intermittent pow-
er source. The sun sets. The engine turns off 
and cools down. The person stops walking. 

To optimize cryptographic algorithms 
and protocols in the face of unreliable pow-
er supplies, Schaumont and his team are 
developing techniques to generate and se-
curely store “coupons”—tiny pre-comput-
ed packets that hold the results from cryp-
tographic algorithms. 
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Drones roam among us. They monitor 
crops, survey traffic in real time, search 
for missing hikers, and even deliver 

burritos and popsicles. 
Drones also go where they are far less 

welcome—the grounds of the White House, 
for instance. They also have interrupted fire-
fighting and rescue operations in Colorado 
and California. So far, these incidents have 
been cases of over-curious spectators or op-
erator error. But there have been exceptions 
where drones or other unmanned aerial sys-
tems have been weaponized or deployed for 
illegal purposes. They’ve been used to drop 
bombs in war zones and deliver contraband to 
prisons. In early August of this year, the Ven-
ezuelan president survived an assassination 
attempt via armed drone. 

“Given that the number of drones will 
only increase, we expect there to be more of 
these incidents,” said Ryan Gerdes, an assis-
tant professor in ECE. “We believe that drones 
serve a social good, but we need to be sure our 
sensitive airspace, and to some extent our pri-
vate airspace, is respected.”

Gerdes and Jerry Park, an ECE professor, 
are collaborating with researchers from aero-
space and ocean engineering, Georgia Tech, 
and the University of Arizona on a $957,712 
National Science Foundation project to geo-
graphically limit and police drones. Called 
geofencing enforcement, their plans lay out the 
steps to identify, track, and safely decommis-
sion any trespassing drone—regardless of the 
sophistication or motives of their operators.

“Most commercial drones come equipped 
with a GPS and a database of places they can’t 
go,” explained Gerdes. But it doesn’t require 
a very savvy user to bypass those checks and 
guards, he said.

“Virginia Tech sophomores or juniors 
would have no problem bypassing those 
guards,” said Gerdes. “And you can even buy 
bypasses online.”

Previous methods to bring down an er-
rant drone have disrupted nearby wireless us-
ers or utterly destabilized the target, causing 
the drone to plummet violently to the ground, 
said Gerdes— “Not a good option for a crowd-
ed environment.” 

Gerdes, Park, and their collaborators are 
working to establish a series of protocols to 
1) detect, identify, and track a rogue drone; 
2) deploy “defender drones” to get as close to 
encroaching drone as possible; and 3) safely 
bring down an errant drone in a controlled 
manner. 

Phase 1: 
Detect and track  
encroaching drones
Drones can be considered flying wireless  
devices—many even use Wi-Fi signals to 
communicate with their ground operator or 
station.

Park, leveraging his background in wire-
less security, is leading investigations into 
commercially viable, cost-effective methods 
to distinguish drone-specific radio frequency 
(RF) signals from all the other wireless signals 

bouncing around. 
They are investigating different iden-

tification methods for different threat types, 
ranging from a benign but negligent operator 
to a sophisticated, malicious operator.

For benign operators using off-the-shelf 
systems, Park’s team is exploring the use of re-
quired, tamper-resistant signatures embedded 
at the waveform level in all transmissions. 

“This is actually above and beyond detec-
tion,” said Park. “We could uniquely identify 
or authenticate a drone by extracting the digi-
tal signature embedded in the RF signal they’re 
emitting.” 

This approach, however, would incur 
some overhead: digital signatures consume 
computation power, said Park. “And then 
there’s additional communication costs be-
cause you’re periodically emitting these signa-
tures, which requires extra power consump-
tion and taxes the battery.”

Park and his colleagues are also evalu-
ating methods to authenticate transmissions 
from multiple, simultaneous UAS using the 
same channel.

Identifying unsophisticated, but malicious 
operators would require alternative techniques 
that prevent the operator from spoofing speed 
measurements of their drone. For this level 
threat, the team is developing secure doppler 
estimation techniques from moving antennas. 
Using a single, randomly moving antenna 
would ensure that the malicious operator could 
not effectively spoof the relative speed between 
the drone and the monitor.

Dealing with
delinquent drones  

8 2018



9

To identify drones operated by sophisti-
cated and malicious operators, the team is ex-
ploring passive radar methods. One promising 
approach taps ubiquitous “signals of opportu-
nity,” like LTE and Wi-Fi emitted for non-lo-
calization purposes, to detect and track drones.

Co-principal investigator Ming Li from 
the University of Arizona is working along-
side Park on this phase, focusing on phys-
ical layer authentication and anti-jamming 
communications.

Phase 2:
Pursuit
Once a drone has been detected and tracked 
in an off-limits area, defender drones will take 
to the skies. At this point, the possible actions 
split off into evasive or engaging maneuvers. 
The researchers are developing plans (and 
backup plans) for different scenarios. 

For example, they’ve designed two sets of 
plans to maneuver a defender drone close to 
the rogue drone and keep it there.

“The first one is based on machine learn-
ing and game theory and the second is based 
on robust control theory,” said Gerdes. “We 
know there are limitations to each, but hope-
fully, when one approach doesn’t work, the 
other one will.”

Some unidentified drone operators will 
try to escape. To help defender drones keep 
up with threats, researchers are implementing 
machine learning techniques and reinforce-
ment learning coupled with controls. 

Mahsa Foruhandeh (Ph.D. student and 
Pratham Oza (M.S. student) are work-
ing in Arlington, Va. with Ryan Gerdes 
(back left) and Jerry Park (back right) to 
implement defensive attack mechanisms 
on drones.

“This allows us to learn or infer a drone’s 
intent and develop a control strategy that op-
timally counters what the drone is doing,” said 
Gerdes. 

Co-principal investigators Mazen Far-
hood from the aerospace and ocean engineer-
ing department and Kyriakos Vamvoudakis 
from Georgia Tech are focusing on this phase, 
validating the UAS flight control systems and 
employing reinforcement learning for intelli-
gent control. 

Phase 3: 
Safely ground the drone
Once the defender is in position, it can bring 
the intruding drone to the ground with inten-
tional electromagnetic interference (EMI). An 
attack on a drone’s sensors essentially blinds 
it, preventing it from being able to sense the 
world or control itself. If the actuators are tar-
geted, it will lose control of its motions—instead 
of receiving an “up” command and complying, 
for instance, it would move down instead. 

“Our attacks are hard to defend against,” 
said Gerdes, who is spearheading efforts for 
this phase due in part to his background in cy-
berphysical security. “The traditional way you 

would defend a drone from intentional EMI 
is through RF shielding, but for the particular 
type of the EMI we use, RF shielding is either 
prohibitively expensive and heavy, or it’s sim-
ply not effective.”

By navigating a defender drone into 
proximity with a rogue drone, enforcers won’t 
have to interfere with other nearby (law-abid-
ing) drones or issue blanket disruptions of 
wireless devices. 

Cross-disciplinary  
collaboration and challenges 
With experts in cyberphysical security, wire-
less communications, aerospace engineering, 
control systems, game theory, and machine 
learning and perception, this collaboration 
represents a cadre well-suited for a challenge 
as complex as geofencing drones. 

“We will be able to simulate and model 
the individual components for each phase,” 
said Park. “The next challenge involves con-
necting the pieces and implementing them in 
a realistic environment.”

The group already is conducting experi-
ments together, and they plan to demonstrate 
a defensive attack in a superficial environment 
by the spring. 



Your cellphone’s identification informa-
tion may not be as secure as you think 
it is. The Bluetooth connection in your 

new car can be exploited. Even the nation-
al power grid is a tempting target for hack-
ers. Next generation wireless security isn’t as 
strong as it could be, according to Jeffrey Reed, 
the Willis G. Worcester Professor of ECE. 

5G—the fifth generation of cellular mo-
bile communications—is supposed to over-
come the weaknesses in the fourth-generation 
(LTE), said Reed. While 5G offers some im-
provements, researchers have already found 
issues. 

Stakes are higher in 5G: “In 5G, we have 
what we call ‘mission-critical situations, or life 
critical situations,” said Reed. Autonomous ve-
hicle control is expected to rely on 5G, as do 
public safety and national security systems. 

“Wireless is the new battleground for 
warfare and terrorism,” said Reed, citing re-
cent detections of StingRay activity, contro-
versial technology that allows for the surrep-
titious surveillance of our cellphones.

“Historically, there hasn’t been as much 
emphasis on security,” said Reed, because se-
curity doesn’t make money at this stage of 
development.

ECE researchers are exploring a number 
of productive avenues, according to Reed.

“I think some of the best things come 
out of the smaller projects,” he said. “If you’re 
talking about $5 million, [funding agencies] 
don’t want to take any risks. But they don’t 
mind gambling with 50K, so it’s the 50K 
projects that disproportionally provide big 
breakthroughs.”

DarkNet
ECE contributors: Vuk Marojevic, Jeffrey Reed
DarkNet, an ongoing Oak Ridge National 
Laboratory project that includes ECE collab-
orators, refers to a highly secure, resilient, and 
redundant critical communications system 
that could support all elements of the grid and 
its supply chain. 

“Too much of our critical infrastructure 
relies on the public internet,” said Reed. “Re-
cent developments in grid access and auto-
mation have created unintended, dangerous 
security vulnerabilities at all levels within the 
electricity subsector.”

In its initial phase, DarkNet researchers 
are investigating how to get the power grid off 
the public internet; exploiting advanced com-
munications like 5G and LTE for highly secure 

Next-generation security for the next generation

As more of our critical infrastructure is connected,  
wireless security is increasingly important.
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Bioinspired machine learning techniques, 
which include artificial immune system and 
swarm intelligence, can handle complex sys-
tems. ECE researchers are using them to 
analyze features from the physical layer of 
devices such as RF spectrum and transmitted 
waveforms.  

“Bioinspired techniques can be imple-
mented with limited knowledge about the 
problem structure, and they exhibit proactive 
learning, adaptability, and robustness,” said 
Reed. “This makes them good candidates for 
cyber resilience problems.” 

Reed and his colleagues are exploring 
bioinspired methods to guarantee a minimum 
level of service, even while a system is under 
attack.  In order to provide a system with this 
type of resilience, researchers have identified 
and are investigating four key tasks:
1. Preparation for attacks—understand 

the system and its environment
2. Absorption phase—guarantee a level of 

performance when an attack has already 
compromised the system

3. Recovery phase—restore normal func-
tioning after an attack 

4. Evolution/Adaptation phase—improve 
the system

Anomaly detection in a wireless network 
through RF spectrum processing
ECE contributors: Ahmad Jauhar, 
Vuk Marojevic, Nistha Tandiya

Although the critical applications that sup-
port the military and automated industries are 
designed with encryption, they are not suffi-
ciently protected against increasingly sophisti-
cated attacks. 

In order to detect attacks in a wireless 
network, ECE researchers are designing a hy-
brid technique that combines misuse detection 
and the anomaly detection scheme. Misuse 
detection systems recognize and report the 

signature of certain attack patterns, but they 
can’t identify a new kind of attack with an 
unknown signature. An anomaly detection 
scheme, which differentiates between self 
(normal) and non-self (abnormal) behavior of 
the system, overcomes the drawbacks of the 
misuse detection system—albeit with more 
false alarms and complexity. 

By combining the two methods, re-
searchers can achieve high detection accuracy 
for known attacks and identify unknown at-
tacks while minimizing the false alarm rate.

Privacy and security  
of geolocation database 
ECE contributors: Behnam Bahrak,  
Sudeep Bhattarai, Jerry Park, Jeffery Reed, 
Abid Ullah

A 2012 FCC ruling proposed relying on a geo-
location database of primary users’ spectrum 
usage to allocate spectrum. 

According to ECE researchers, although 
this method has advantages, it poses a poten-
tially serious privacy problem: with a simple 
database query, secondary users may be able to 
determine the types and locations of primary 
(or incumbent) users operating in a region—
violating operational privacy. Secondary us-
ers also might be able to dig deeper into the 
database using sophisticated inference tech-
niques—which constitutes a database infer-
ence attack. 

When the incumbents are federal gov-
ernment (including military) systems, then the 
information revealed by the databases can be 
serious, and possibly dangerous. 

In collaboration with Motorola Solu-
tions, ECE researchers proposed several tech-
niques to preserve incumbent users’ privacy, 
developed metrics to quantify the operational 
privacy of primary users, and the efficiency of 
secondary users’ spectrum access. 

They are also developing a proof-of-
concept model to obfuscate the geolocation 
database content through a privacy reasoning 
engine and testing the system on the cognitive 
radio network (CORNET) testbed.

smart grid requirements; fielding advanced cy-
ber and network security schemes like block-
chain and quantum key distribution; explor-
ing techniques to minimize attack surfaces in 
the internet and the internet of things (IoT); 
and enhancing grid state monitoring with ad-
vanced sensing, measurements, and escalating 
situational awareness. 

Wireless security in the grid
ECE contributors: Vuk Marojevic, Jeffrey Reed
Efforts to modernize the power grid and make 
it “smarter” rely on wireless technology for 
collecting and communicating critical data. 
Today’s communications technology will 
evolve into 5G technology or be replaced by 
new systems. Since wireless devices use the ra-
dio frequency (RF) spectrum, the smart grid is 
subject to RF interference.

Interference is often unintentional, but 
it can be used by adversaries to manipulate 
the system, make information unavailable, or 
cause information delays. Reed and his team 
are investigating the new 5G low-latency 
physical layer (PHY) security that will be need-
ed by the power grid.

They are identifying key security threats 
for wireless IoT devices in the context of the 
smart grid, analyzing the vulnerability of 
5G technology, quantifying the severity of 
threats based on experiments and simulation, 
and recommending the most effective threat 
mitigation.  

Cyber resilience using  
bioinspired techniques 
ECE contributors: Vuk Marojevic, Jeffrey Reed, 
Nistha Tandiya 

In addition to preventive cyber security mech-
anisms, researchers are developing bioinspired 
resilience techniques to prepare for and miti-
gate a successful cyberattack—especially an at-
tack on mission-critical infrastructure.

Wireless is the new battleground 
for warfare and terrorism.

“
”—Jeffrey Reed
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The brain
speaks
in calcium
Virginia Tech researcher to build 
computational translator
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Any information re-
searchers can glean 
about the process-
es taking place in a 
living organism will 
be richer and more 
complex than what 
we see in culture or 
brain-slice data.

—Guoqiang Yu

“

”

Behind every powerful neuron is a hard-
working astrocyte—or rather, behind, 
in front of, over, under, and around ev-

ery neuron is a network of brain cells called 
astrocytes.

While astrocytes are known to protect 
and support the brain, researchers are still 
puzzling over what role they play in brain 
diseases such as Alzheimer’s, stroke, epilepsy, 
and schizophrenia.

Guoqiang Yu, an ECE assistant pro-
fessor, was awarded the National Science  
Foundation (NSF) Faculty Early Career De-
velopment Award to develop new computa-
tional tools to interpret and analyze astrocyte 
activity data.

Decoding chemical 
communications
New research has shown that astrocytes are 
more actively engaged in brain processes than 
anyone knew, said Yu. They “listen to and 
proactively regulate neurons,” explained Yu, 
and yet how they do this, and the impact they 
have on normal and pathological brains, is 
still unclear.   

Unlike neurons, astrocytes do not gen-
erate electrical impulses. They communicate 
with each other and with neurons using 
chemical signals—specifically waves of cal-
cium ions, which aid in the formation and 
function of synapses, the connections be-
tween neurons.

Although recent biotechnological ad-
vances have enabled scientists to monitor 
astrocyte interaction with unprecedented 
resolution, the immense scale and complexity 
of the data calls for rigorous computational 
modeling.

At present, researchers studying astro-
cyte activity must rely on a human studying 
time-lapse images and manually tracking re-
gions of interest. According to Yu, this not 
only limits the scope of analysis, but also 
causes researchers to miss important infor-
mation encoded in the mountains of complex, 
dynamic data.

A communication mystery
“There are no available models that can 
precisely characterize how astrocytes inter-
act with each other and with neurons” and 

progress in astrocyte-based brain therapy has 
slowed as a result, said Yu.

Yu and his team have set out to correct 
this by developing the first data-driven mod-
el of astrocyte activity to automatically detect 
calcium signaling events, and then model and 
quantify them.

Real-life data
To meet the growing demand for analysis in 
action, Yu and his team will be applying the 
model to images of astrocyte activity in the 
brains of live mice.

“Any information researchers can glean 
about the processes taking place in a living or-
ganism will be richer and more complex than 
what we see in culture or brain-slice data,” 
said Yu.

This data-based foundation will help re-
searchers interpret astrocyte communication, 
and Yu hopes it will serve as a springboard for 
scientists pursuing new treatments for brain 
disorders.

Beyond the brain
Because the project will be grappling with 
computationally challenging problems, Yu 
can see broader potential applications and 
plans to package the computational tools he 
develops for use by other researchers.

“As we construct new statistical models 
and develop powerful generic machine learn-
ing theory and algorithms, what we generate 
may prove valuable for the community of 
computer science.”

Yu’s team has already published several 
algorithmic innovations developed during 
preliminary studies. All source code will be 
available through public open-source hosting 
websites, so that anyone can modify and tailor 
the code to their specific application and need.

Outreach and education
Yu’s strategy will incorporate cutting-edge 
computational neuroscience problems into 
the engineering curriculum, improve the re-
cruitment and retention of women and mi-
nority students, and create new opportunities 
for undergraduates to choose computational 
neuroscience as a career.
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Machine learning & cognition
While more applications and technologies are integrating machine learning, fundamental issues 
remain with how machines make decisions, adapt decision-making based on experience, and 
function more like a human brain.

A. Lynn 
Abbott

A. A. (Louis) 
Beex

Jia-Bin Huang JoAnn M. Paul Christopher L. 
Wyatt

Detecting human-object interaction in images
For computers to understand what’s happening in a visual scene or 
image, they need to recognize how humans interact with surround-
ing objects. We are tackling the challenge of detecting human-object 
interactions, which will take us a step closer to a fine-grained visual 
understanding of human activities. 

Machine learning techniques  
to objectively detect ADHD
We are analyzing multi-channel electroencephalogram (EEG) data 
to discern the brain wave patterns associated with ADHD (atten-
tion deficit hyperactivity disorder). Using machine learning ap-
proaches on a small homogeneous dataset, we have been able to 
classify ADHD versus non-ADHD with very high accuracy. While 
this is a promising start, these approaches need to be applied to 
a much larger, non-homogeneous dataset in order to ascertain 
usability. Together with col-
leagues from the Depart-
ment of Psychology, we 
are working toward 
establishing a large 
ADHD database so that 
our machine learning 
approaches can be re-
fined and extended. 

Bioinspired artificial  
systems design 
Biological systems usually perform well 
in the face of significant uncertainty, and 
ECE researchers are drawing on these 
systems, especially their control func-
tions, to design artificial systems. We are 
investigating the theory of active infer-
ence, which seeks to explain a wide range 
of biological phenomena, as a means 
of controlling nonlinear systems in the 
presence of uncertainty and stochastic 
disturbances.

Active inference says that biological 
systems update a set of internal states that 
represent beliefs about the environment. 
The error between observations of the 
environment and predictions made from 
the internal states drives this process, 
updating beliefs about states and predic-
tions, causing the system to act. 

Computational dreaming
Dreaming may be the key to understanding how the brain enables massively higher levels of 
parallelism than are found in computers, as well as how creative processes occur in the brain. 
We are focusing on the brain’s ability to build and hypothesis-test potential strategies in nearly 
perfect parallelism, so that real-time (awake) usage models may be optimized. Computational 
dreaming (CD) is a meta-algorithm for cognition, and we have developed a maze-solving CD 
simulator that is about seven times superior to random model selection. Our work shows that 
CD tends to rediscover known maze-solving algorithms on its own, developing them from 
primitive moves to complete enumeration combined with a dream phase. 

82 Chapter 8. The End-to-End System

Attention Module

Figure 8.3: The fusion process: The input image is passed through the attention module to
create an attention map. This attention map is fused into the input image.
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We developed a novel selection-based ap-
proach to multiple-instruction, single-datastream 
(MISD) computing, called computational dream-
ing (CD).10 CD is a combined architectural–
algorithmic technique. Algorithmically, CD 
requires the nearly perfect parallelism afforded 
when inputs are shut off and dreaming occurs. 
The dream phase, inspired by the cerebral cor-
tex,4 uses many relatively simple processing  
elements that are all capable of the same basic 
functions. These elements are combined into 
candidate solution models, or optimized algo-
rithm-architecture subsets, with each candidate 
solution model representing a different way to 
process the same data—and potentially leading 
to different results. Accordingly, the dream phase 
of CD takes a single datastream and processes it 
on divergent models in true MISD fashion. The 
actual model chosen for use in real-time, day op-
eration is done by a combination of testing at 
night, during the dream phase, and usage con-
texts that permit selection of the most likely best 
model.11 Models have various complexities but 
still remain far simpler than an approach that 
unifies all possible scenarios into a single paral-
lel algorithm that produces a single answer for all 
possible input combinations.

Solution models are initially developed 
from algorithmic primitives and the entire 
solution space of the dream phase is, initially, 
the complete enumeration of all potential solu-
tions. The performance of each model is then 
analyzed, and the best is chosen for use during 
the subsequent day phase. CD theoretically 
offers nearly perfect scalability during the dream 
phase, wherein virtually limitless numbers of 
models are developed and explored. Indeed, it 
is possible for CD to examine the entire solu-
tion space, in parallel, for a given problem in 
order to find the best, most efficient model. The 
result is that constant real-time performance is 
achieved over ever-increasing algorithmic com-
plexity, because simple models, optimized for 
specific situations, are developed in a dream 
phase and used while the system is awake.

Figure 1 depicts how a common input 
datum is distributed to multiple heterogeneous 
models in CD. Each unique model is shown as 
a differently shaded circle. The models are an 
array that covers all possible ways of processing 
data, similar to the way humans think about 
multiple possible models of and solutions to life 

situations, but do not apply all such candidates 
to the real world. The heterogeneous models 
are executed using multiple (potentially homo-
geneous) processors, with each processor host-
ing one or more models. Results concerning 
the performance of each model are collected 
at the end of each dream phase, and the best 
performing model is selected for use during the 
day phase. Subsequent dream phases repeat the 
model evaluation process, taking into account 
information acquired during new day phases. 
This allows the definition of “best model” to 
evolve over time and adapt to what is happen-
ing in the real world.

Traditional approaches aim to increase 
overall algorithmic processing complexity as 
the system grows in size, such that more active 
resources contribute to increasing workloads. 
CD leverages resources in the system at night 
while users are not interacting with their devices. 
While CD utilizes considerable resources during 
a dream phase, trying many possible candidate 
solutions for optimization of its daytime expe-
riences, those candidate solutions operate in 
nearly perfect parallelism. All solution models 
use the same input stream and are evaluated 
against the same criteria but otherwise oper-
ate structurally independently. Thus, overall 
complexity can be viewed in a different way 
because serialization is normally the limiting 
factor as complexity grows. Simplified, daytime 
models may grow in complexity over time but, 
because they are optimized to a solution space 
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Figure 1. Depiction of the flow of information in (a) dream and (b) day phases. 
Input is presented only to the selected model in the day phase, which presents 
a solution and stores the problem for use while dreaming. The dream phase 
presents stored problems to all models to see which performs best.

Depiction of the flow of infor-
mation in (a) dream and (b) day 
phases. Input is presented only 
to the selected model in the 
day phase, which presents a 
solution and stores the problem 
for use while dreaming. The 
dream phase presents stored 
problems to all models to see 
which performs best.
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Systems software & design technology

Concurrent data structures
When working with multiple architectures 
on a single processor, there are challeng-
es at every level. One of these is a bottle-
neck from multiple systems trying to access 
key data structures concurrently, which in 
turn decreases the efficiency of coordinating 
hardware resources and applications. Our re-
searchers are working on a new framework 
that will overcome this bottleneck.

Heterogeneous computer 
architecture programmability
In the Popcorn Linux project, we are 
building a software stack—operating sys-
tem, compiler, and run-time—that im-
proves the programmability of heteroge-
neous computer architectures. The project 
is exploring an architecture design point 
that has multiple hardware cache-coher-
ency domains, with each domain hosting 
cores of a different instruction-set-archi-
tecture, such as x86 or ARM.

Fast fabric networks
Borrowing technologies from networking 
researchers, we are exploring distributed 
operating system design that leverages fast 
fabric networks. Fast fabric networks are 
a network topology that spreads traffic 
across a mesh of tightly-woven nodes, and 
can open up opportunities to efficiently 
and tightly integrate multiple nodes into a 
single system.

Concurrency control abstractions, 
Byzantine failure model
In a project called Hyflow, we are working 
to understand what concurrency control 
abstractions can improve the programma-
bility of multicore and distributed systems, 
without sacrificing performance, scalability, 
and dependability. A particular focus is the 
Byzantine failure model, which is an increas-
ingly important security scenario for cloud 
infrastructures.

Secure heterogeneous operating systems
Although making computers faster is an important research focus, we also make sure they are 
secure enough for critical applications. An offshoot of the Popcorn Linux project, Secure Pop-
corn Linux, combines a Linux kernel, application binary interface, and compiler technology to 
enable a running process to move between different binary architectures like x86, ARM, and 
MIPS. Using this combination, we can substantially mitigate or eliminate code reuse and hard-
ware based side channel attacks. It also migrates the effects of information leak vulnerabilities.

Cloud security
As we work more and more in the cloud in-
stead of locally on personal computers, secu-
rity issues are becoming increasingly obvious 
and dangerous. Deploying an entire desktop 
environment to the cloud is cost-effective, but 
can be risky. To mitigate those risks, we are 
isolating the applications into separate virtu-
al machines, putting each application behind 
its own firewall while allowing them to share 
systems such as the filesystem for a seamless 
user environment.

A new way to program
Tomorrow’s computer systems rely on to-
morrow’s computer programmers, and our 
researchers are working on that front as well. 
In a project called Game Changineer, our re-
searchers are working on a new programming 
experience using natural language under-
standing. This method of programming still 
requires programmers to think logically, but 
allows the programming to flow like written 
paragraphs. Currently, the program is being 
piloted in K-12 classes at various schools, 
but the technology will ultimately be able to 
help programmers with anything from video 
games to autonomous vehicles—decreasing 
the opportunities for bugs and increasing 
their efficiency.

Whether improving the speed, security, or capabilities of modern 
computer systems, our systems software and design researchers are 
leading the charge to manifest tomorrow’s technologies.

Many of our research projects focus on the challenges of multicore 
operating systems. Because we are reaching the physical limits of 
semiconductors, multicore technologies are the only way to keep pace 
with the computing power needed by the exponential data growth we are 
experiencing today.

Both operating systems and software need to be able to take advantage 
of multiple cores, and especially multiple cores that aren’t identical.
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Secure embedded systems
As embedded systems take on larger roles in our lives, security is 
becoming a major concern—not only because the stored information 
is sensitive, but also because critical systems like vehicles and power 
plants have hefty consequences of failure. ECE researchers are 
tackling security of embedded systems on multiple levels.

Semi-automation of emergency 
response systems
ECE researchers are designing a semi-au-
tomated, efficient, secure emergency re-
sponse system that will provide guidance 
on the best action to take in an uncertain, 
potentially dangerous traffic situation. In 
some cases, the system will even take the 
appropriate action without human in-
tervention. The system helps reduce the 
time needed for emergency vehicles to 
reach their destinations, while increasing 
the safety of non-emergency and emer-
gency vehicles alike. We are also taking a 
real-time system approach to design effi-
cient runtime algorithms to provide ma-
neuver guidance to automated vehicles in 
both highway and urban settings.

Jointly Secure-Reliable and Energy-e�cient High-Performance System-on-Chip (Network-on-Chip)

RRRR

RRRR

RRRR

RRRR

Network-on-Chip (NoC)

Recon�gurable Clock Architecture for Network -on-Chip 

ECE researchers are creating Systems-on-Chip 
(SoCs) and Networks-on-Chip (NoCs) that are 
optimized for performance, reliability, securi-
ty, and energy-efficiency.

Fuel-efficiency through 
optimizing hardware
There are many potential benefits of 
connected and autonomous vehicles, 
including increased fuel-efficiency. 
Using real-time information from 
connected and automated vehicles, 
we can holistically optimize vehi-
cle operations at all layers, including 
routing, speed planning, vehicle dy-
namics control, and engine control. 
However, doing this requires opti-
mization techniques that are orders 
of magnitude faster than existing ap-
proaches, and we are making signifi-
cant progress towards this goal.

Resource management of 
real-time embedded systems 
ECE researchers are deriving real-time 
task models that capture the depen-
dencies between the physical environ-
ment state and timing parameters, and 
allow for tighter, less pessimistic tim-
ing guarantees. We have found that 
it is possible to make resource man-
agement decisions quickly without 
impacting accuracy, thus enabling the 
design of systems with size, weight, 
and power constraints.
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Replacing human oversight
Our infrastructure is relying more and 
more on autonomous systems and ma-
chine learning. Machines, however, don’t 
always react predictably to scenarios 
they’ve never encountered before. Before 
our systems can become fully autono-
mous, we need assurance that they won’t 
fail. ECE researchers are working on mul-
tiple ways to provide this assurance at the 
hardware level for applications such as un-
manned vehicles.
One project focuses on unmanned aerial vehicles 
(UAVs) where we use a system, independent of the 
control systems for the UAV, to monitor all commu-
nication between the flight controller and sensors to 
enforce a virtual cage.

Low-cost security 
on reconfigurable platforms

With the rise of the Internet of 
Things, the need is growing for secure 
devices in small packages—which can be 
more vulnerable to certain kinds of at-
tacks. One project investigates common 
hardware attacks, such as side-channel 
and fault injection attacks, on reconfig-
urable platforms like field programmable 
gate arrays (FPGAs), Systems-on-Chip 
(SoCs) and microcontrollers. We are 
then designing low-cost countermea-
sures to secure sensitive information.

Tamper-resistant hardware
Our researchers are developing a plat-

form for tamper-resistant embedded soft-
ware, focusing on two forms of hacking that 
target the processor hardware. Side-channel 
analysis exploits the physical effects of com-
puting as a means to extract internal, secret 
details. Fault injections probe the processor 
hardware for similar internal details. Our 
technique creates multiple virtual processors 
in a single physical platform. The resulting 
software will be resistant to both attacks. The 
platform will also demonstrate novel logic 
minimization algorithms.

Another project involves a custom microprocessor chip that can detect hardware tamper-
ing. This chip is designed for embedded, portable devices that a hacker can physically manipu-
late, such as a chip-enabled credit card or mobile phone. This chip will detect tampering and can 
be programmed to actively respond to it.
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Pervasive & configurable computing

Antennas & propagation

Efficient, flexible software-defined networking
Configurable computing can enhance the agility and mainte-
nance of software-defined networks, reducing the burden of 
computation and state maintenance on individual network 
nodes. This increases the number of useful acquired statistics 
in the network without disrupting normal network operation. 
We can improve productivity by automatically generating state 
sharing logic in the network and communicating new pieces of 
information to nodes where they are required. Software-de-
fined networking makes computing systems more agile and 
flexible, and easier to analyze and debug.

Wearable technology
Using electronic textile technology, we are developing a wearable sys-
tem for children with mobility impairments. The garment provides 
actuation technologies to directly assist movement and includes soft 
sensors that are directly integrated into the fabric. The sensors provide 
feedback and monitoring for the system, determining how well it func-
tions and improves movement in everyday life.

Whether designing antenna arrays for the next generation of wireless communication or studying 
phenomena in space with radio telescopes, ECE researchers are improving the methods and 
technology of signal propagation to transmit and receive information clearer, farther, and more 
accurately. 
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With everything becoming “smart,” we’re continually asking computers to become 
more versatile. From making embedded devices that are able to do more with less 
real estate to embedding sensors and devices in unlikely places, ECE researchers are 
rising to the challenge.

Cognitive beamforming
Future millimeter-wave mobile communications networks will 
likely employ beamforming arrays, which contain hundreds to mil-
lions of elements at both the transmitting and receiving ends. A 
principal difficulty in such networks is initiating and maintaining 
beam alignment, a problem exacerbated by blockages along the line 
of sight. ECE researchers developed a technique to construct a map 
indicating the likely locations and geometry of blocking objects.

Array synthesis
Antenna arrays are capable of producing 
highly directive beams, a property which 
enables radars, communication systems, 

and high-resolution imaging. ECE 
researchers developed an array 
synthesis technique, which is 
particularly suitable for very 
large arrays for the 5G wireless 
communication systems. These 
arrays can meet design re-
quirements such as half-power 
beamwidth (or directivity) and 
side lobe level without any lim-
itation. The synthesis method 
provides a general approach to 
finding element currents. 
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Multifunctional integrated circuits & systems

Dong S. Ha Luke F. Lester Sanjay Raman Yang (Cindy) Yi

Research in multifunctional integrated circuits and systems has a tangible impact on our daily 
lives. Most high-performance electronic devices—computers, smart phones, multimedia, and 
entertainment devices—are constantly being updated to incorporate the newest technology. ECE 
researchers are pushing toward the next generation of high-performance computing, exploring 
microwave and millimeter-wave communications; delving into low-power devices like energy 
harvesters; and integrating complementary metal-oxide semiconductor (CMOS) technology, 
emerging nanoelectronic technology, and very-large-scale integrated circuits and systems. 

Terahertz RF ICs
Recent ECE research in radio fre-

quency integrated circuits has been ex-
ploring terahertz integrated radio and 
radar systems as they apply to wireless 
communications, biological and chemical 
molecule sensing, and safety and security 
applications. We are also pursuing digital-
ly-enhanced RF design techniques to im-
prove performance, power efficiency, and 
multi-functionality.   

Energy harvesting
ECE researchers are investigating ways 
to prolong and source battery life with 
devices that gather and store the energy 
generated by everyday occurrences. These 
energy harvesters are integrated circuits 
powered by solar energy, thermal energy, 
vibrations, water flow, and hand cranks. 
We are also investigating methods to 
make them more efficient—reducing the 
power dissipation of energy harvesting 
circuits while extracting the maximum 
power from transducers.

Very large-scale integrated circuits and systems
ECE research in very-large-scale integrated (VLSI) circuits and sys-
tems involves high-performance computing such as computer-aided 
design, artificial intelligence, and emerging nanodevices. We have 
been designing and fabricating analog neural chips for spiking recur-
rent neural networks, modeling and optimizing 3-D neuromorphic 
computing integrated circuits, designing and analyzing the energy- 
efficient circuits for green computing and renewable energy systems, 
and exploring the application of neuromorphic computing and deep 
learning to wireless communication and cybersecurity.

A three-dimensional neuromorphic integrated circuit that mimics the 
human brain.
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Microsystems, optoelectronics & devices
The small-scale matters, whether it’s small devices to 
keep workers safe in the field or extending the physical 
limitations of silicon transistors. ECE researchers 
work with the materials that make up our technology— 
developing new devices to improve our world, then 
making them better, faster, and smaller.

Additive manufacturing of power magnetics 
Inductors and transformers are essential to switch-mode power 
converters. They are large, heavy, and difficult to integrate in 
a power converter. Traditional manufacturing often requires 
pressing, heating, shaping, and winding, which restricts design 
options. Novel designs that are more efficient (lower loss) and 
use less magnetic material, such as uniform or constant flux 
density inductors, are too expensive and take too long to make 
by traditional means. We have developed a series of magnet-
ic paste materials—both powder-iron and ferrite systems—and 
used them successfully to make inductors and/or transformers 
by additive manufacturing. The materials we developed allow 
for rapid prototyping of novel designs of the magnetic compo-
nents and ease their integration in power converters.

Heterogeneous integration of photonics 
and electronics on silicon 
Current silicon-based CMOS technology is nearing the physical 
limits of its scaling potential, and increasing data rates pose a chal-
lenge to the transmission of electrical signals—while also maintain-
ing low power consumption, low delay, and a high signal-to-noise 
ratio. Interconnect bottlenecks for inter- and intra-chip communi-
cation are projected to be major impediments to energy-efficient 
performance scaling, thus necessitating optical interconnects com-
patible with future CMOS process technologies. Co-integration of 
electronic and photonic materials and devices with Si manufactur-
ing processes is considered one of the most promising ways to real-
ize the potential of semiconductor compounds. ECE researchers are 
exploring applications of this integration in optical interconnects, 
chip-to-chip communication, and low-power and high-speed com-
puting by using cheaper, larger Si wafers. Such monolithic chips 
will aid and enhance the everyday computing and communication 
experience for civilian and defense applications.

ECE researchers developed a nanosilver paste that bonds 
components to circuits with very high performance. The paste 
is serving as a springboard for developing magnetic material 
pastes for additive manufacturing (3-D printing) of components.

Packaging of wide bandgap power modules 
An ongoing research project involves the design and fabrication of 
WBG power modules for better thermal dissipation, higher tempera-
ture capability, lower parasitics for fast switching, and improved ther-
mo-mechanical reliability.

Resistive switching cell memory
Resistive switching cell memory, a non-volatile memory based on 
floating gate MOSFET technology, is a promising technology to 
supplant current non-volatile memory. In addition to having speed, 
scalability, density, endurance, and reliability advantages over the cur-
rent floating gate (FLASH), they do not require silicon substrate. This 
means they can be stacked in multiple layers in the CMOS metalliza-
tion, allowing for high densities. They can be placed directly above the 
logic area, solving the so-called latency problem. ECE researchers are 
manufacturing the resistive switching devices, and then electrically 
characterizing them in an effort to understand the basic mechanisms 
governing their behavior. We are exploring this technology as it ap-
plies to memory and neuromorphic applications.

Futuristic low-power chip on silicon
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Micro-analytical chemistry
The Microelectromechanical Systems (MEMS) 
Laboratory at Virginia Tech has been at the 
forefront of research to develop a field-por-
table micro gas chromatography system 
comprising low-power MEMS components 
including preconcentrators, gas separation 
columns, and detectors. These systems for on-
the-spot analysis of complex gaseous samples, 
like the air we breathe, can capture analytes 
even at very low concentrations and then sep-
arate and identify the presented compounds 
through a chromatographic mechanism. We 
are working on an NSF-funded project to 
develop Fast Odor Chromatographic Sniffers 
(FOX-on-chip) that can detect illicit adulter-
ation in food by parallel analysis of the mix-
ture through microfluidic channels and sub-
sequent autonomous data. In line with this 
project, we are demonstrating the concept of 
digital chromatography or digital smell. The 
primary concept is to create electronics signa-
tures (barcodes) for odors (smells) that can be 
synthesized in a distant location.
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Microfluidics for cellular analysis
Through collaboration with hospitals and bio-
medical research communities, we are developing 
microfluidic channels that can decipher bioelec-
trical and biomechanical properties of living cells, 
looking for abnormal cells through alteration in 
their biophysical signatures. We are analyzing 
normal and cancerous breast cells, and we find 
biophysical cues that can be used for early cancer 
diagnosis or for assessing the efficacy of chemo-
therapeutic regimens. We are also investigating 
the sparsely concentrated circulating tumor cells 
in the blood of cancer patients through microflu-
idic constructs with on-chip electrical impedance 
outputs. Initial results using spiked cancer cells in 
mouse blood samples have shown the feasibility 
of our approach.

An illustration of Fast Odor Chromatographic 
Sniffers (FOX-on-chip) that can detect illicit 
adulteration in food
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ECE research in optics and photonics seeks to better understand 
and exploit the physics of light to see (and interact with) 
conditions within biological tissue—including living cells and the 
human brain—and harsh conditions, like nuclear power plants. 

Optics & photonics

Quantitative phase imaging
Conventional phase-contrast and differential interference con-
trast microscopy have long been indispensable in biology for 
examining unstained specimens. They are, however, inherent-
ly qualitative. Quantitative phase imaging (QPI) is a technique 
capable of providing the accurate cellular data used to develop 
effective metrics that permit accurate assessment of disease and 
treatment response. It has been applied to a variety of live cell 
imaging studies. ECE researchers are investigating QPI systems 
using novel spectral interferometry techniques.

A recently developed technique, spectral modulation in-
terferometry (SMI), modulates sample information onto a 
spectrally oscillating carrier via optical interferometry. A sin-
gle spectrum contains a continuous set of spatial, temporal, or 
spectroscopic information. SMI offers high-sensitivity, speck-
le-free phase images and presents a way to accurately quantify 
the dynamic behaviors of live cells.

Flexible, biocompatible fibers 
for brain implants 
ECE researchers are developing flexible, mul-
tifunctional, biocompatible fibers for elec-
trical, optical, and chemical communication 
with neural circuits in the brain. This tech-
nology will advance the fundamental under-
standing of neural circuits related to behavior 
by manipulating and monitoring single cell 
or small neuron group activities in the 3-D 
circuits. It can also lead to new therapeutic 
strategies for treating neurological disorders, 
including closed-loop treatment of epileptic 
seizures and brain tumors. We are develop-
ing flexible fibers and fabrics for distributed 
pressure sensing and interrogation of neural 
circuits in animal brains. We also have devel-
oped the first carbon nanofiber-based elec-
trodes in fibers for miniaturized and biocom-
patible neural interface.

Nano-enabled 
photonics-electronics 
ECE researchers have been designing, man-
ufacturing, and investigating nano-enabled 
photonics-electronics devices and systems 
(NePEDS). We are using this technology to 
target applications in health assessment, mon-
itoring, and interventions; solar energy har-
vesting and conversion; and optoelectronics 
information technology. 

A live sperm cell imaged by a quantitative 
phase microscope using spectral modula-
tion interferometry. The sperm head, neck, 
midpiece and tail are clearly imaged with 
high sensitivity. Such quantitative infor-
mation may be used to assess the health 
status of the sperm for screening purposes. 
The image is one frame of a dynamic video 
that captures the swimming motion of the 
cell at 200 frames per second.

Carbon nanofiber-based electrodes  
for miniaturized, biocompatible in vivo  
neural interfacing.
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Spectral interferometry  
techniques for microscopy
Converting today’s microscopes, whose main 
goal is to offer visualization, into full quanti-
fication tools would allow new applications 
for scientists and commercial users. But in 
practice there are many challenges due to 
the multiple modes a microscope supports, 
including phase contrast, differential inter-
ference contrast, and polarized light. Special 
hardware is required to convert these modes 
into a quantitative tool, making integration 
difficult and expensive. ECE researchers are 
developing low-cost, highly integrable tech-
niques via spectral interferometry that can be 
added to commercial microscopes via a com-
pact accessory. 

Ultrahigh temperature sensors 
ECE researchers have been developing a sen-
sor system based on a reduced-mode single 
crystal sapphire optical fiber and serial sap-
phire fiber Bragg gratings (FBGs). We have 
demonstrated the use of these FBGs for ultra-
high temperature sensing up to 1500° C, built 
and field-tested a prototype sensor system at 
the Virginia Tech Power Plant, and demon-
strated the operation of acoustic FBGs in a 
single mode acoustic waveguide. This new 
technology holds significant promise for dis-
tributed sensing of strain, temperature, pres-
sure, and corrosion in the extreme conditions 
present in nuclear power plants. 

Optical scanning holography
Standard digital holography employs a 2-D sensing array, such as a charge-coupled device 
(CCD), to capture holographic information. However, these methods are restricted by the 
finite size of the pixel elements in the 2-D array, leading to problems with image resolu-
tion, limited field of view, and remote sensing applications. We have been studying a sin-
gle-pixel digital holographic technique (called optical scanning holography) in which 3-D 
(holographic) information is acquired by 2-D active laser scanning. Potential applications 
of the technique include holographic TV, 3-D coding and decoding, 3-D holographic mi-
croscopy and 3-D optical remote sensing. In computer-generated holography, intensive 
computation often causes bottlenecks, and we are also developing rapid algorithms for 
3-D holographic display and holographic cryptography. 

Wave theory of nanoparticle scattering 
ECE researchers recently developed a rigorous wave theory of nanoparticle scattering that has been experimen-
tally applied to nanoparticle sensing. Upon illumination, an individual nanoparticle scatters the incoming light 
in all directions. This slightly changes the arrival timing of the original light. By measuring this timing change 
and its spatial pattern, we may determine the size of the nanoparticle and its orientation. These measurements 
are only possible because of the high sensitivity imaging techniques developed by ECE researchers. Such a quan-
tification tool promises to characterize nanoparticle dynamics in previously impossible ways. For example, it 
may provide high speed monitoring of nano-assembly processes at single particle level. It may also enable 3-D 
position and orientation tracking of single nanoparticles for studying intra-cellular processes.   

A figure showing (a) a 3-D object to be encrypted, (b) message sender’s fingerprint (c) 
message receiver’s fingerprint, (d) real part of encrypted complex hologram, (e) imaginary 
part of encrypted complex hologram, and (f) intensity distribution of the encrypted hologram.

(a)

(d)

(b)

(e)

(c)

(f)
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Power electronics
By applying novel designs and integrating new materials and 
topologies, researchers are making electricity conversion more 
efficient, more reliable, and less expensive. This, in turn, is enabling 
applications from electric vehicles to microprocessors to reduce 
the use of electricity and its impact on the environment. The Center 
for Power Electronics (CPES) is a former NSF Engineering Research 
Center and has 80 industry members. The Future Energy Electronics 
Center (FEEC) is noted for its work with the U.S. Department of 
Energy and inverters that achieve more than 99 percent efficiency.

Photovoltaic inverters
Power electronics advances are helping 
to improve the efficiency of photovolta-
ic (PV) systems. In a major effort, FEEC 
researchers are adopting wide bandgap 
semiconductor devices for a PV mi-
croinverter to fit into a panel junction 
box. The microinverter is slated to 
achieve ultrahigh efficiency, high reli-
ability, low cost, and long life. Instead 
of the conventional kilohertz-range 
operation, the microinverter operates 
at the megahertz range. This reduces 
the size and potting materials of the 
passive components. Zero-voltage and 
zero-current operation will eliminate 
switching loss, and a two-stage design 
helps avoid the use of electrolytic capac-
itors. The size and cost reductions are 
important for continued commercial-
ization of PV systems.

A CPES project recently devel-
oped an all SiC-MOSFET-based 40 kW 
commercial-scale PV inverter capable 
of operating in direct-to-line or trans-
formerless mode. The inverter is capa-
ble of achieving 99 percent efficiency 
thanks to the use of triangular-conduc-
tion-mode (TCM) scheme, which en-
sures zero-voltage-switching (ZVS) at 
turn-on for all semiconductors.

Three-level neutral-point-clamped 
(NPC) topology prototype built using 
three interleaved power-channels at-
taining a power density of 120 W/in3.

Improving data center efficiency
Due to the increasing use of cloud comput-
ing, data centers will represent 10 percent 
of the total worldwide electrical power con-
sumption by 2020. The conventional AC data 
center power architecture has multiple stages, 
which cause excessive power loss in power 
distribution. CPES researchers are developing 
a SiC- and GaN-based high-frequency recti-
fier system that eliminates the use of a bulky 
60 Hz transformer, plus several series con-
nected power stages common in data center 
architecture. This will greatly reduce power 
conversion loss. Copper use will be reduced by 
90 percent, and distribution-related con-
duction loss will be reduced by a factor of 
10. The proposed system is expected to save 
more than 15 percent of data center energy 
consumption.

ECE researchers are developing a SiC- and 
GaN-based high-frequency rectifier sys-
tem, which is expected to cut back on data 
center energy consumption.
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Exploring material boundaries
Exploring the boundaries that new GaN 
devices have in terms of power han-
dling capability, CPES has developed 
an ultra-low-inductance 650 V 100 A 
switching cell using two paralleled 
650  V  25  mΩ  GaN  e-HEMT  devices 
with top-side thermal metallization 
from GaN Systems. This LLC converter 
demonstrated an efficiency exceeding 
98 percent and a power density of 131 
W/in3 (8 kW/L).

Electric vehicle chargers
Onboard chargers for electric vehicles 
(EVs) typically operate at less that 94 per-
cent efficiency and low power density us-
ing silicon devices with very low switch-
ing frequencies. ECE researchers are 
developing a high-voltage (11 kW) bi-di-
rectional onboard charger to achieve more 
than 96 percent efficiency. With the help 
of high frequency operation, the charger 
will be well-suited for manufacturing au-
tomation, reducing the overall cost.

In another project, a team is develop-
ing an extremely fast recharger for EVs. In 

order for recharging times to be similar to 
refueling times for gasoline-powered au-
tos, the charger must be at least 400 kW. 
Conventional fast chargers are 50 kW, 
and the Tesla maximum is currently 
120 kW. The CPES team is developing a 
novel, compact, scalable, solid state trans-
former-based 400 kW extremely fast 
charger. The project will also provide a 
user-friendly DC voltage interface to ex-
ternal renewable generation systems and 
an Energy Storage System. 

Voltage regulators go mobile
Voltage regulators have been widely used in computing sys-
tem to deliver power from energy sources, such as a battery, 
to microprocessors. Today’s voltage regulator is usually 
constructed using discrete components and assembled on 
the motherboard. The discrete passive components, such as 
inductors and capacitors, are bulky and occupy a consider-
able footprint on the motherboard. An ECE team is devel-
oping a 20–50 MHz three-dimensional integrated voltage 
regulator for mobile devices. This will have a significant im-
pact on power management solutions for smartphones and 
other mobile applications. It will help make the integrated 
voltage regulator a feasible approach to significantly reduce 
mobile devices power consumption, extending battery life 
and reducing electricity consumption.
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ECE researchers 
are developing a 

high-voltage, bi-directional 
onboard electric vehicle charger to 

achieve more than 96 percent efficiency.
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Energy systems
While engineers work to improve the resiliency, efficiency, and 
robustness of the world’s electric power supplies, they are facing 
challenges with security, data acquisition and analysis, and 
integrating renewable, sometimes random, energy sources into a 
large, complex system. These challenges have opened new avenues 
of research in modeling, control, cybersecurity, machine learning, 
and communications.

Grid probing 
Upcoming energy technologies such as roof-
top solar panels, batteries, and electric vehi-
cles are interfaced to our AC electric power 
grids through AC/DC converters. These de-
vices come with advanced sensing, communi-
cation, and control functionalities. We have 
shown through our grid probing project that 
if an electric utility can control these devices, 
we can determine non-metered consumption 
and the connectivity of the grid, which are 
often unknown. 

New state estimation and control methods
The models that have aided power engineers over decades 
were not designed to accommodate today’s massive data 
from new sensing devices or the random dynamics created 
by the growing numbers of intermittent, renewable energy 
sources. With funding from the NSF and the Pacific North-
west National Laboratory, we are developing new dynamic 
state estimation and control methods for today’s grid. We 
have developed new dynamic estimators supported by a 
strong mathematical foundation that quantify the uncer-
tainties involved with renewables and integrate them in a 
unified framework. We also have proposed a new voltage 
control scheme that minimizes the communication band-
width requirement while exhibiting a system-wide situa-
tional awareness. 
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Restoring critical services  
with distributed energy  
With funding from the U.S. Department of Energy and 
the Pacific Northwest National Laboratory, we are exploring 
the resiliency of distribution systems with respect to extreme events. 
The main focus is on restoring critical load/services after a catastrophic outage 
where the utility system is severely damaged and not available. In this situation, 
microgrids and distributed energy sources would be tapped to serve the critical 
load. We have proposed a new metric for resiliency based on the total MW-hour 
that the system is able to provide to critical services during system restoration. We 
also have developed new operation and control methodologies that enable a weak 
system to maintain a stable operating condition using only distributed energy and 
control resources.
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Utilities are integrating solar and wind 
farms into their systems, which 
increases variability in 
their systems.

Managing building energy 
ECE researchers are continuing to hone 
the open-source software platform for 
building energy management systems to 
improve small and medium-sized build-
ing efficiency and help implement demand 
response.

Coupling natural gas networks with electric power systems 
Decreasing natural gas prices and the capability of gas-fired electric power plants to 
rapidly respond to fluctuations from wind generation, both have resulted in a strong 
coupling between gas and electric power systems. To better capture this coupling and 
optimize the two energy systems in tandem, we are developing algorithmic solutions 
for improved modeling, optimization, and monitoring of natural gas networks.

Taming energy variability
Solar and wind energy are highly variable. 
Sometimes there is a surplus of renewable 
energy, and we have to waste it. Other times, 
there is a sudden power deficit, and some 
electric loads have to shut down. As a possi-
ble solution, can we charge batteries during 
periods of surplus, and discharge batteries at 
deficit times? How can that be done in a smart 
way without knowing the upcoming surplus/
deficit? What size should the battery be? Al-
ternatively, during times of surplus, can we 
run pumps and push the water circulating in 
our city networks up to water towers in lieu 
of a battery? We are exploring these and other 
questions regarding energy variability in the 
grid.

Machine learning for smart inverter control 
We also have used tools from machine learning and big data analytics 
to train AC/DC inverters to behave harmoniously with each other, 
and improve the stability, reliability, and efficiency of our residential 
electric grids. Localized solutions, where each inverter operates in 
silo, have been ineffective. On the other hand, network-level coordi-
nation necessitates formidable cyber overhead—both in computation 
and communication. Leveraging advances in machine learning, we are 
hitting the sweet spot by using data to learn inverter control rules in 
an offline fashion, and later apply them in real-time with tunable cyber 
overhead.
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Detecting cyber intrusions of the power grid 
Cyber intrusions have caused major power outages by disrupt-
ing the grid’s operation and control systems. An ECE team 
has developed a cyberphysical system testbed to demonstrate 
how falsified control commands can be detected and stopped. 
In this project, anomalies are specified and identified for sub-
station automation and supervisory control systems. Collab-
orative attacks are identified using relation-based models and 
algorithms. Ongoing work is to defend the supervisory control 
systems from attacks by falsified measurements through the 
communication systems of the power grid. 
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Networks & cybersecurity 
ECE researchers in networks and cybersecurity are investigating fundamentally new techniques for the 
analysis, design, and optimization of large-scale communications systems; advancing performance limits of 
internet of things (IoT) systems through optimal coordination of algorithms across multiple layers; developing 
innovative solutions to complex science and engineering problems arising from wireless IoT; exploring brain-
inspired computing; and enabling the vision of smart, connected, and secure cities of the future. 

Stochastic geometry-based 
analysis and design 
of communications systems
ECE researchers are pioneering a funda-
mentally new analytical approach to the 
analysis and design of communications 
systems that not only captures the current 
deployment trends accurately, but also 
facilitates analysis leading to simple and 
easy-to-use expressions for key perfor-
mance metrics.

This approach, based on random spa-
tial models, has been applied to the design 
of different types of wireless communi-
cations systems, including heterogeneous 
cellular networks, vehicular networks, 
drone-assisted communications networks, 
energy harvesting communications, and 
device-to-device communications. In-
stead of considering network elements as 
deterministic, we endow them with a 
probability distribution. The added ran-
domness allows us to use powerful tools 
from stochastic geometry for performance 
analysis. This approach has also been use-
ful in areas outside communications, such 
as smart and connected communities and 
geolocation.

5G New Radio
As the next generation of cellular commu-
nication technology, 5G New Radio (NR) 
aims to cover a wide range of service cas-
es, including broadband human-oriented 
communications, time-sensitive applica-
tions with ultra-low latency, and massive 
connectivity for the IoT.

NR is likely to operate on a higher 
frequency range than LTE, with much 
shorter coherence time. 5G NR is also 
expected to support applications with ul-
tra-low latency. With such diverse service 

cases and channel conditions, the air in-
terface design of NR must be much more 
flexible and scalable than that of LTE.

In our recent work, we invented an 
NR scheduler that can meet the stringent 
(~100 µs) time requirement that allows 
5G NR to cope with the extremely short 
coherence times and support ultra-low la-
tency applications (e.g., augmented/virtu-
al reality, autonomous vehicles), many of 
which require sub-millisecond scale delay 
or response time.

A new model for heterogeneous cellular 
networks using Poisson cluster processes.

By employing intensification and random sampling techniques, ECE researchers are able 
to select a subset of sub-problems to match a given number of processing cores in a 
Graphical Processing Unit (GPU) for independent and parallel processing.

H. S. Dhillon, Wireless@VT 1

A new stochastic 
geometry-based 
spatial model for 
heterogeneous 
cellular networks. 
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Communications, computing, 
and control design in smart cities 
Joint design of communications, computing, and control is es-
sential to autonomous (ground or air) vehicles in large-scale 
systems, such as a smart city. Our research provides the fun-
damental guidelines needed to equip existing communication 
systems for navigating and controlling autonomous vehicles. 
We have developed a broad range of machine learning and op-
timization algorithms that can be used to design fully autono-
mous wireless and vehicular systems, adapting their network 
operation to existing users, devices, and data sets.

Cellular network architecture will play a central role in 
providing connectivity to areas with little or no wireless con-
nectivity, and we have designed a 3-D cellular network that 
can integrate drone-carried base stations and drone users and 
enable 5G cellular networks to support drone-based systems. 
We have also developed one of the first quality-of-experi-
ence (QoE) models for deploying virtual and augmented re-
ality (VR/AR) services over wireless networks and designed 
a broad number of solutions for securing autonomous cyber-
physical and IoT systems.

A 3-D cellular network with drone-based base stations, drone-
based user equipment, and high-altitude platform drones that 
provide backhaul connectivity.

Energy harvesting for long-range  
maritime communications
Most existing marine communications technol-
ogies are limited and expensive. ECE research-
ers are working to fill the void of broadband 
wireless communications at sea by developing 
self-powered ocean mesh networks. A collec-
tion of floating base stations, or nodes, “talk” 
to each other to create a network connection 
across a large area. Once they’ve been dropped 
in the water, the base stations start to harvest 
energy from ocean waves and automatically 
form a mesh network. Users can then connect 
to the internet.
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Wireless & secure systems

Vehicle-to-everything  
technologies 
ECE researchers are studying the commu-
nications and networking requirements of 
V2X communication, which is the com-
munication between a vehicle and anything 
that may interact with it—another vehicle, 
infrastructure, the cloud, or a passing pe-
destrian. V2X has applications in vehicular 
safety, efficient traffic management, and 
infotainment, but our research currently 
focuses on vehicular safety applications.

ECE research in wireless and secure systems explores creative, 
efficient ways to meet the increasing demand for secure, efficient 
wireless access. These include dynamic methods for sharing the finite 
electromagnetic spectrum, authenticating cryptographic signatures, 
ensuring physical-layer resilience, harnessing new technology and 
artificial intelligence to improve wireless performance and protect 
wireless devices, and leveraging machine learning techniques to design 
the next generation of powerful wireless communication systems.

In the future, cars will be able to communi-
cate with most aspects of their surround-
ings, including the roads, buildings, and 
other vehicles.

Coexistence of heterogeneous 
wireless access technologies in 5 GHz  
As the demand for spectrum access skyrockets, 5 GHz bands have 
emerged as the most coveted bands for launching new wireless ap-
plications and services, and ECE researchers are devising ways that 
heterogeneous wireless technologies can coexist there.

Deep learning for signal processing
ECE research is reimagining digital signal processing within the 
context of deep learning. By replacing signal processing logic with 
neural networks trained to perform the same task, we can eliminate 
the need for traditional serial processing, enabling significant laten-
cy and computational complexity reductions. Similarly, an entirely 
new world of cognitive radio is possible when the signal processing 
environment is built natively on top of a machine learning engine.

Virginia Tech’s COgnitive Radio NETwork (CORNET) testbed allows 
researchers to test sophisticated cognitive radio networks, generat-
ing the data they need to explore and optimize new technologies.

CORNET expansion 
ECE investigators and colleagues will be deploying an instrumenta-
tion suite that will expand Virginia Tech’s COgnitive Radio NET-
work (CORNET) testbed to include airborne mobile radio frequen-
cy (RF) nodes to create an outdoor testbed for RF experimentation 
with unmanned aircraft systems (UAS).
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Brain-inspired methods to improve 
wireless communications
ECE researchers are using brain-inspired 
machine learning techniques to increase 
the energy efficiency of wireless receivers 
by combining multiple-input multiple-out-
put (MIMO) techniques with orthogonal 
frequency division multiplexing (OFDM). 
Using artificial neural networks, we are 
creating a completely new framework by 
detecting transmitted signals directly at 
the receiver, which minimize inefficiency. 
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Resource allocation is challenging when considering the 
many users of a cellular network, like this system model with 
two groups of users.

Resource allocation in wireless systems
In contested and congested environments, meeting quality of 
service requirements for wireless systems can be challenging. 
We are investigating distributed, optimal approaches to re-
source allocation in scenarios such as LTE carrier aggregation, 
radar spectrum sharing, and M2M communications for indus-
trial control systems. Solutions range from straightforward util-
ity maximization to secure auction techniques.

Small cell

Macro cell

Sig

Log

App of 1

UE 1

UE 2

App of 2

UE 3

UE 5

Log Sig&

UE 4

UE 6

Apps of 6

31



Exploring the upper atmosphere  
in the long polar night 
A sounding rocket program is underway to 
explore the upper atmosphere of the Earth’s 
polar night. This region is difficult to access 
and is relatively unobserved. We are particu-
larly interested in the concentration of auro-
ra-produced nitric oxide—which is a catalytic 
destroyer of ozone. The long polar winter 
nights are expected to contain large levels of 
nitric oxide, but with few observations, this is 
not well understood. 

Radiative impacts of pollutants
ECE researchers are developing new instru-
mentation to observe the radiative impacts of 
pollutants. The new instruments are compact, 
robust, and suitable for implementation on 
constellations of satellites.

Impacts of space-weather 
events on the ionosphere
ECE researchers will be conducting atmo-
spheric gravity wave studies via in-situ mea-
surements of wave perturbations in the ion-
osphere and remote sensing of the middle 
atmosphere. These measurements can then be 
correlated with weather maps of the lower at-
mosphere, allowing for atmospheric coupling 
studies over a wide altitude range. 
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Researchers at Space@VT study the geospace environment, including the 
effects of space-weather events on the structure and dynamics of the Earth’s 
atmosphere and ionosphere. Using ground-based radar probes, sounding 
rockets, high-altitude balloons, and satellites, we investigate phenomena 
like the 2017 solar eclipse; effects of short and long duration solar variability 
on the Earth’s upper atmosphere; upper atmospheric dynamics, chemistry 
and radiation; coupling phenomena between the solar wind and the Earth’s 
magnetosphere; and polar mesospheric clouds.

Space and atmospheric science

Aeronomy of ice
ECE researchers are engaged in further 
studies of middle atmosphere gravi-
ty waves in NASA’s Aeronomy of Ice 
(AIM) mission. New algorithms to 
determine stratospheric gravity wave 
morphology will be applied to more 
than 10 years of AIM observations to 
form a unique dataset for studying the 
coupling of the Earth’s upper and low-
er atmosphere.

To unlock 
mysteries of 
the geo-space 
environment, 
ECE researchers 
send experiments 
up on sounding 
rockets and 
develop payloads 
for satellites.
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Mapping geospace phenomena
The Virginia Tech Super Dual Auroral Ra-
dar Network (SuperDARN) operates five 
high-frequency (HF) radars. We are inves-
tigating cause-and-effect influences in the 
solar wind-magnetosphere-ionosphere sys-
tem using a variety of ground- and space-
based datasets. Recent research examined the 
north-south inter-hemispheric symmetry of 
the Sub-Auroral Polarization Stream (SAPS).

Right, above: The Virginia Tech SuperDARN 
HF radar facility located in western Kansas.

Far right: Map of the fields of view of radars 
that contribute to the SuperDARN collab-
oration with flags indicating their national 
affiliations.

An ECE team installs space weather 
instrument station for the 40-degree 
magnetic meridian chain in the Antarctic.

Mapping polar ionospheric 
field-aligned currents
An ECE investigation examined how 
the currents flowing in and out of the 
ionosphere respond to the interplane-
tary electric field, the product of the so-
lar wind velocity and Earth’s magnetic 
field. We found that the magnetic field-
aligned currents have a linear response 
to the level of solar wind driving, which 
was surprising since the electric fields 
in the ionosphere have been known to 
level off, or saturate, as the interplane-
tary electric increases.

Map of field-aligned currents where 
the Interplanetary Magnetic Field clock 
angle is 90 degrees, indicating the 
orientation angle of the magnetic field 
vector in a plane perpendicular to the 
Earth-Sun line.

Geospace upper-atmosphere investigations
ECE researchers operate six autonomous, adaptive remote data collection platforms on the 
East Antarctic plateau. The platforms support fluxgate and induction magnetometers, dual fre-
quency GPS receivers, and a high-frequency radio experiment to investigate high latitude space 
weather phenomena. Recent research has focused on magnetohydrodynamic wave events ini-
tiated by solar wind pressure pulses and seasonal interhemispheric differences in conductivity.
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Precision grazing
On large, remote cattle farms, ground and 
aerial robots can make all the difference 
for “precision grazing,” which increas-
es livestock productivity by controlling 
cattle’s grazing patterns, noxious weeds, 
and plant diversity. We are developing 
multi-scale cyberphysical system-planning 
algorithms for autonomous monitoring 
and intervention, designing prototype 
systems, and building models to evaluate 
long-term grazing optimization.

Imagine what could be accomplished by coordinated teams of 
autonomous robots in the air, on the ground, and underwater. ECE 
researchers are bringing this vision to life by developing efficient 
coordination algorithms and robust systems to explore autonomous 
collaboration and communication between heterogeneous robotic 
systems. They are building prototypes to map and monitor hazardous 
or inaccessible environments, aid search and rescue operations, enable 
interconnected infrastructure, and potentially transform environmental 
monitoring and management strategies.

Autonomous systems

Aerial and  
ground-based auton-

omous drones are being 
deployed to fulfill “dull, dirty, and 

dangerous” sensing tasks, like monitoring 
large, remote cattle farms.

Search and rescue
Each year, thousands of people go missing in 
the United States. Challenging terrain and oth-
er constraints can slow human searches, but 
teams of robots can rapidly disperse and pro-
vide situational awareness for first responders. 
ECE researchers are investigating joint per-
ception and planning in dynamic situations. 
They also are determining how to select and 
assign search tasks to complement human 
searchers in real-time. 

Conducting a preliminary data collection test, 
ECE students and researchers sent an aerial 
drone into a mine in Kimballton, Virginia.  

Graduate students Stephen Krauss and Jack 
Webster are working with Dan Stilwell 
(right) to build autonomous vehi-
cles that can rapidly map 
the mostly unknown 
ocean floor.

Marine autonomy and robotics: Collaborative subsea autonomy 
We have more detailed maps of the Moon, Mars, and even Venus than we do of our own 
oceans. ECE researchers are developing and implementing new approaches to multi-vehi-
cle coordination for applications that include subsea search and mapping, and collaborative 
autonomy for teams that include unmanned aerial vehicles (UAVs) and human-operated 
host platforms.
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Computational systems biology

Targeted breast cancer therapy
Cancer treatments tend to work well for a 
period of time and then cease being ben-
eficial once resistance develops. An ECE 
team is building mathematical models of 
breast cancer cells responding to different 
targeted therapies in an effort to figure out 
how to use combinations of drugs in a se-
quence that prevents the development of 
resistance. The model will be used to help 
doctors optimize therapies and provide 
clinical insight.

We are standing at a major inflection point for data and biomedical science—the way 
we view and practice scientific research is changing profoundly. These changes are being 
driven by computational systems biology, an interdisciplinary and data-driven approach to 
biomedicine, which will increasingly transform biomedicine from disease-driven and reactive 
to health-driven and predictive, yet preventative. ECE’s systems biology researchers work 
with biologists, chemists, and clinical researchers to develop experiments and mathematical 
and computational models, along with underlying theory and software tools.

Microscope image of long-term estrogen 
deprived cells that are resistant to stan-
dard therapies.

Cell communication  
in breast cancer 
In this project, we seek to identify what 
drives breast cancer growth and deter-
mine how to stop it. We are applying 
computational modeling methods, us-
ing principles from machine learning 
and ecology, to study how therapy-re-
sistant and sensitive cells cooperate 
to alter the response of cancer cells 
to treatment. This knowledge will be 
used to identify new interventions, or 
optimizations of existing regimens, to 
improve outcomes for patients.

ECE researchers are devel-
oping computational tools 
to better understand the 
function of astrocytes, 
little-understood glial cells.

Graphical time warping 
Astrocytes are the most numerous glial cells 
and are estimated to outnumber neurons in 
the brain. They are deeply involved in normal 
brain development and in brain disease. Cur-
rent methods of analyzing astrocyte activity 
data is essentially manual. ECE researchers 
have developed a suite of computational tools 
that automatically quantify the functional sta-
tus of astrocytes. To understand astrocyte-cal-
cium signal data, we invented a new mathe-
matical theory for joint alignment of multiple 
curves, called graphical time warping. Our ap-
proach transforms the joint alignment prob-
lem into a network flow problem that can be 
exactly and efficiently solved.

Genomic and proteomic  
architecture of atherosclerosis  
The disease process that causes heart attacks involves an abnormal col-
lection of proteins in artery walls. An ECE team is working to identify 
these proteins and to discover why they accumulate and how to pre-
vent them from doing so. We are applying multiple analysis methods to 
deconvolve complex proteomic signals to provide detailed descriptions 
of the arterial proteome and network re-wiring in atherosclerosis. We 
will use the knowledge gained to inform the design of an early disease 
detection assay and hope to 
help reduce the burden of 
atherosclerosis. 

Plot depicting rewiring of the protein network 
between fibrous plaque and normal samples.
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(b) Region Mapping, IMF Clock Angle 90◦
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